

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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  # Benchmark

## Configuration

Check config files docker-compose.yml and config.benchmark.yml in [benchmark](test/benchmark) folder.

## Proxied vs Direct

direct:

```console
$ wrk -t12 -c1000 -d30s -H “Host: www.w3.org” http://127.0.0.1:81
Running 30s test @ http://127.0.0.1:81


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency    44.89ms   34.09ms 476.69ms   94.08%
Req/Sec   622.00    411.92     1.87k    61.58%




161618 requests in 30.09s, 131.00MB read
Socket errors: connect 755, read 147, write 0, timeout 0




Requests/sec:   5371.19
Transfer/sec:      4.35MB
```

proxied:

```console
$ wrk -t12 -c1000 -d30s -H “Host: www.w3.org” http://127.0.0.1:80
Running 30s test @ http://127.0.0.1:80


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency     1.59s   316.07ms   2.00s    74.44%
Req/Sec    22.14     20.74   168.00     79.36%




4064 requests in 30.10s, 3.32MB read
Socket errors: connect 755, read 116, write 0, timeout 1040




Requests/sec:    135.01
Transfer/sec:    112.99KB
```

—

## Non valid domain

Non valid domain for 30s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s http://127.0.0.1:8080
Running 30s test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency   349.95ms  592.11ms   1.80s    84.21%
Req/Sec    26.43     27.14   222.00     85.22%




4083 requests in 30.10s, 350.88KB read
Socket errors: connect 0, read 4637, write 0, timeout 4064
Non-2xx or 3xx responses: 4083




Requests/sec:    135.63
Transfer/sec:     11.66KB
```

Non valid domain for 120s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d120s http://127.0.0.1:8080



	Thread Stats   Avg      Stdev     Max   +/- Stdev
	Latency   625.42ms  140.88ms   2.00s    90.13%
Req/Sec   119.35    124.17   626.00     81.62%





113185 requests in 2.00m, 10.02MB read
Socket errors: connect 0, read 4343, write 0, timeout 10779
Non-2xx or 3xx responses: 113185




Requests/sec:    942.41
Transfer/sec:     85.41KB
```

## Valid domain without redis

Valid domain without redis for 30s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s -H”Host: fabiocicerchia.it” http://127.0.0.1:8080
Running 30s test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency   430.99ms  365.78ms   2.00s    89.07%
Req/Sec   124.77    137.97   626.00     80.84%




35961 requests in 30.10s, 7.89MB read
Socket errors: connect 0, read 3823, write 0, timeout 5792




Requests/sec:   1194.86
Transfer/sec:    268.38KB
```

Valid domain without redis for 120s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d120s -H”Host: fabiocicerchia.it” http://127.0.0.1:8080
Running 2m test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency   354.84ms  185.14ms   2.00s    95.76%
Req/Sec    94.40    126.95   696.00     83.61%




108464 requests in 2.00m, 23.79MB read
Socket errors: connect 0, read 3813, write 0, timeout 24928




Requests/sec:    903.27
Transfer/sec:    202.88KB
```

## Valid domain uncacheable with redis

Valid domain uncacheable with redis for 30s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s -H”Host: fabiocicerchia.it” http://127.0.0.1:8080
Running 30s test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency   681.59ms  586.78ms   2.00s    80.54%
Req/Sec    72.20     96.33   686.00     88.91%




20461 requests in 30.10s, 4.49MB read
Socket errors: connect 0, read 3926, write 0, timeout 7064




Requests/sec:    679.73
Transfer/sec:    152.67KB
```

## Valid domain with redis

Valid domain with redis for 120s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d120s -H”Host: fabiocicerchia.it” http://127.0.0.1:8080
Running 2m test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency   471.05ms  365.04ms   2.00s    91.64%
Req/Sec   100.72    110.76   575.00     81.43%




121761 requests in 2.00m, 26.71MB read
Socket errors: connect 0, read 3791, write 0, timeout 23590




Requests/sec:   1013.96
Transfer/sec:    227.75KB
```

—

Valid domain with redis for 120s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d120s -H”Host: www.w3.org” https://127.0.0.1:8443
Running 2m test @ https://127.0.0.1:8443


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency     0.00us    0.00us   0.00us     nan%
Req/Sec     0.00      0.00     0.00       nan%




0 requests in 2.00m, 0.00B read
Socket errors: connect 239606, read 0, write 0, timeout 0




Requests/sec:      0.00
Transfer/sec:       0.00B
```

## Valid domain cacheable cacheable with redis

Valid domain cacheable cacheable with redis for 30s:

```console
$ echo “127.0.0.1 www.w3.org” > /etc/hosts
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s https://www.w3.org:8443
Running 30s test @ https://www.w3.org:8443


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency     0.00us    0.00us   0.00us     nan%
Req/Sec    41.54     27.03   151.00     66.16%




4980 requests in 30.10s, 700.31KB read
Socket errors: connect 4323, read 23, write 0, timeout 4980
Non-2xx or 3xx responses: 4980




Requests/sec:    165.47
Transfer/sec:     23.27KB
```

Valid domain uncacheable cacheable with redis for 30s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s -s benchmark/script.lua http://127.0.0.1:8080
Running 30s test @ http://127.0.0.1:8080


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency     1.81s     0.00us   1.81s   100.00%
Req/Sec    50.85     48.16   287.00     68.71%




5262 requests in 30.10s, 8.97MB read
Socket errors: connect 0, read 5683, write 40, timeout 5261
Non-2xx or 3xx responses: 4964




Requests/sec:    174.80
Transfer/sec:    304.97KB
```

Valid domain cacheable with redis for 30s:

```console
$ ./go-proxy-cache -config config.sample.yml &
$ wrk -t12 -c1000 -d30s https://www.w3.org:8443/standards/
Running 30s test @ https://www.w3.org:8443/standards/


12 threads and 1000 connections
Thread Stats   Avg      Stdev     Max   +/- Stdev


Latency     1.83s    76.26ms   1.90s    75.00%
Req/Sec    36.21     33.41   198.00     65.11%




2000 requests in 30.09s, 17.18MB read
Socket errors: connect 903, read 0, write 0, timeout 1996
Non-2xx or 3xx responses: 996




Requests/sec:     66.47
Transfer/sec:    584.56KB
```



            

          

      

      

    

  

    
      
          
            
  # Contributor Covenant Code of Conduct

## Our Pledge

In the interest of fostering an open and welcoming environment, we as
contributors and maintainers pledge to making participation in our project and
our community a harassment-free experience for everyone, regardless of age, body
size, disability, ethnicity, sex characteristics, gender identity and expression,
level of experience, education, socio-economic status, nationality, personal
appearance, race, religion, or sexual identity and orientation.

## Our Standards

Examples of behavior that contributes to creating a positive environment
include:


	Using welcoming and inclusive language


	Being respectful of differing viewpoints and experiences


	Gracefully accepting constructive criticism


	Focusing on what is best for the community


	Showing empathy towards other community members




Examples of unacceptable behavior by participants include:


	The use of sexualized language or imagery and unwelcome sexual attention or
advances


	Trolling, insulting/derogatory comments, and personal or political attacks


	Public or private harassment


	Publishing others’ private information, such as a physical or electronic
address, without explicit permission


	Other conduct which could reasonably be considered inappropriate in a
professional setting




## Our Responsibilities

Project maintainers are responsible for clarifying the standards of acceptable
behavior and are expected to take appropriate and fair corrective action in
response to any instances of unacceptable behavior.

Project maintainers have the right and responsibility to remove, edit, or
reject comments, commits, code, wiki edits, issues, and other contributions
that are not aligned to this Code of Conduct, or to ban temporarily or
permanently any contributor for other behaviors that they deem inappropriate,
threatening, offensive, or harmful.

## Scope

This Code of Conduct applies both within project spaces and in public spaces
when an individual is representing the project or its community. Examples of
representing a project or community include using an official project e-mail
address, posting via an official social media account, or acting as an appointed
representative at an online or offline event. Representation of a project may be
further defined and clarified by project maintainers.

## Enforcement

Instances of abusive, harassing, or otherwise unacceptable behavior may be
reported by contacting the project team at info@fabiocicerchia.it. All
complaints will be reviewed and investigated and will result in a response that
is deemed necessary and appropriate to the circumstances. The project team is
obligated to maintain confidentiality with regard to the reporter of an incident.
Further details of specific enforcement policies may be posted separately.

Project maintainers who do not follow or enforce the Code of Conduct in good
faith may face temporary or permanent repercussions as determined by other
members of the project’s leadership.

## Attribution

This Code of Conduct is adapted from the [Contributor Covenant][homepage], version 1.4,
available at <https://www.contributor-covenant.org/version/1/4/code-of-conduct.html>

[homepage]: https://www.contributor-covenant.org

For answers to common questions about this code of conduct, see
<https://www.contributor-covenant.org/faq>



            

          

      

      

    

  

    
      
          
            
  # Configuration

> ![Timeouts](https://blog.cloudflare.com/content/images/2016/06/Timeouts-001.png)
>
> - [The complete guide to Go net/http timeouts](https://blog.cloudflare.com/the-complete-guide-to-golang-net-http-timeouts/)

## Environment Variables


	BALANCING_ALGORITHM = round-robin


	CACHE_ALLOWED_METHODS


	CACHE_ALLOWED_STATUSES


	DEFAULT_TTL


	FORWARD_HOST


	FORWARD_PORT


	FORWARD_SCHEME


	GZIP_ENABLED


	HEALTHCHECK_INTERVAL


	HEALTHCHECK_ALLOW_INSECURE


	HEALTHCHECK_SCHEME = https


	HEALTHCHECK_STATUS_CODES = 200


	HEALTHCHECK_TIMEOUT


	HTTP2HTTPS


	LB_ENDPOINT_LIST


	REDIRECT_STATUS_CODE = 301


	REDIS_DB


	REDIS_HOST


	REDIS_PASSWORD


	REDIS_PORT


	SENTRY_DSN


	SERVER_HTTPS_PORT


	SERVER_HTTP_PORT


	SYSLOG_ENDPOINT


	SYSLOG_PROTOCOL


	TIMEOUT_HANDLER


	TIMEOUT_IDLE


	TIMEOUT_READ_HEADER


	TIMEOUT_READ


	TIMEOUT_WRITE


	TLS_AUTO_CERT


	TLS_CERT_FILE


	TLS_EMAIL


	TLS_KEY_FILE


	TRACING_ENABLED


	TRACING_JAEGER_ENDPOINT




## YAML

```yaml
### GLOBAL CONFIGURATION
################################################################################
server:


# — GENERIC
port:


http: “80”
https: “443”




# — GZIP
# Automatically enable GZip compression on all requests.
gzip: false
# — INTERNALS
internals:


# Internal listening Address for metrics and healthchecks.
# Default: 127.0.0.1
listening_address: “127.0.0.1”
# Internal listening port for metrics and healthchecks.
# Default: 52021
listening_port: 52021




# — TLS
tls:


# Automatic Certificate Management Environment
# Provides automatic generation of SSL/TLS certificates from Let’s Encrypt
# and any other ACME-based CA.
# Default: false (need to provide cert_file and key_file)
auto: false
# Email optionally specifies a contact email address.
# This is used by CAs, such as Let’s Encrypt, to notify about problems with
# issued certificates.
email: noreply@example.com
# Pair or files: the certificate and the key.
# Used by LoadX509KeyPair to read and parse a public/private key pair from a
# pair of files. The files must contain PEM encoded data. The certificate
# file may contain intermediate certificates following the leaf certificate
# to form a certificate chain.
cert_file: ~
key_file: ~
# WARNING: INTERNAL SERVER BEHAVIOUR
override:


# CipherSuites is a list of supported cipher suites for TLS versions up to
# TLS 1.2. If CipherSuites is nil, a default list of secure cipher suites
# is used, with a preference order based on hardware performance. The
# default cipher suites might change over Go versions. Note that TLS 1.3
# ciphersuites are not configurable.
#
# Value     Description                                    DLTS-OK   IANA Recommended
# ————————————————————————————
# TLS 1.0 - 1.2 cipher suites.
#   5     = TLS_RSA_WITH_RC4_128_SHA                       N         N
#   10    = TLS_RSA_WITH_3DES_EDE_CBC_SHA                  Y         N
#   47    = TLS_RSA_WITH_AES_128_CBC_SHA                   Y         N
#   53    = TLS_RSA_WITH_AES_256_CBC_SHA                   Y         N
#   60    = TLS_RSA_WITH_AES_128_CBC_SHA256                Y         N
#   156   = TLS_RSA_WITH_AES_128_GCM_SHA256                Y         N
#   157   = TLS_RSA_WITH_AES_256_GCM_SHA384                Y         N
#   49159 = TLS_ECDHE_ECDSA_WITH_RC4_128_SHA               N         N
#   49161 = TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA           Y         N
#   49162 = TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA           Y         N
#   49169 = TLS_ECDHE_RSA_WITH_RC4_128_SHA                 N         N
#   49170 = TLS_ECDHE_RSA_WITH_3DES_EDE_CBC_SHA            Y         N
#   49171 = TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA             Y         N
#   49172 = TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA             Y         N
#   49187 = TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA256        Y         N
#   49191 = TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA256          Y         N
#   49199 = TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256          Y         Y
#   49195 = TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256        Y         Y
#   49200 = TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384          Y         Y
#   49196 = TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384        Y         Y
#   52392 = TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256    Y         Y
#   52392 = TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305           Y         Y
#   52393 = TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305_SHA256  Y         Y
#   52393 = TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305         Y         Y
#
# TLS 1.3 cipher suites.
#   4865 = TLS_AES_128_GCM_SHA256                          Y         Y
#   4866 = TLS_AES_256_GCM_SHA384                          Y         Y
#   4867 = TLS_CHACHA20_POLY1305_SHA256                    Y         Y
#
# TLS_FALLBACK_SCSV isn’t a standard cipher suite but an indicator
# that the client is doing version fallback. See RFC 7507.
#   22016 = TLS_FALLBACK_SCSV                              Y         N
#
# More details on:
# https://www.iana.org/assignments/tls-parameters/tls-parameters.xml
# https://blogs.sap.com/2018/12/09/perfect-forward-secrecy-and-how-to-choose-pfs-based-cipher-suites/
ciphersuites:



	49200 # TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384


	49196 # TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384


	52393 # TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305_SHA256


	52392 # TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256




# needed by HTTP/2
- 4865 # TLS_AES_128_GCM_SHA256
- 49199 # TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256
- 49195 # TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256




# MinVersion contains the minimum TLS version that is acceptable.
# If zero, TLS 1.0 is currently taken as the minimum.
#   769 = VersionTLS10
#   770 = VersionTLS11
#   771 = VersionTLS12
#   772 = VersionTLS13
minversion: 771 # VersionTLS12
# MaxVersion contains the maximum TLS version that is acceptable.
# If zero, the maximum version supported by this package is used,
# which is currently TLS 1.3.
#   769 = VersionTLS10
#   770 = VersionTLS11
#   771 = VersionTLS12
#   772 = VersionTLS13
maxversion: 772 # VersionTLS13
# CurvePreferences contains the elliptic curves that will be used in
# an ECDHE handshake, in preference order. If empty, the default will
# be used. The client will use the first preference as the type for
# its key share in TLS 1.3. This may change in the future.
# CurveID is the type of a TLS identifier for an elliptic curve. See
# https://www.iana.org/assignments/tls-parameters/tls-parameters.xml#tls-parameters-8.
#
# In TLS 1.3, this type is called NamedGroup, but at this time this library
# only supports Elliptic Curve based groups. See RFC 8446, Section 4.2.7.
#   23 = CurveP256
#   24 = CurveP384
#   25 = CurveP521
#   29 = X25519
#
# Only use curves which have assembly implementations
# https://github.com/golang/go/tree/master/src/crypto/elliptic
curvepreferences:



	23 # CurveP256













# — TIMEOUT
timeout:


# It is the maximum duration for reading the entire request, including the
# body.
# Because it does not let Handlers make per-request decisions on each
# request body’s acceptable deadline or upload rate, most users will prefer
# to use read_header. It is valid to use them both.
read: 5s
# It is the amount of time allowed to read request headers. The connection’s
# read deadline is reset after reading the headers and the Handler can
# decide what is considered too slow for the body. If it is zero, the value
# of read is used. If both are zero, there is no timeout.
read_header: 2s
# It is the maximum duration before timing out writes of the response. It is
# reset whenever a new request’s header is read. Like read, it does not
# let Handlers make decisions on a per-request basis.
write: 5s
# It is the maximum amount of time to wait for the next request when
# keep-alives are enabled. If is zero, the value of read is used. If both
# ara zero, there is no timeout.
idle: 20s
# It runs the handler with the given time limit.
handler: 5s




# — FORWARDING
upstream:


# Hostname to be used for requests forwarding.
host: ~
# Port to be used for requests forwarding.
# Default: incoming connection.
# Values: 80, 443.
port: 443
# Endpoint scheme to be used when forwarding traffic.
# Default: incoming connection.
# Values: http, https, ws, wss.
scheme: https
# Load Balancing Algorithm to be used when present multiple endpoints.
# Default: round-robin
# Allowed formats: ip-hash, least-connections, random, round-robin.
balancing_algorithm: round-robin
# List of IPs/Hostnames to be used as load balanced backend servers.
# They’ll be selected using the chosen algorithm (or round-robin).
# Allowed formats: IPv4, IPv4:port
endpoints:



	127.0.0.1


	127.0.1.2:443







# Forces redirect from HTTP to HTTPS.
# Default: false
http_to_https: true
# This allows to have communication between the proxy and the upstream in
# case of invalid TLS certificate.
# Can be disabled in the global config.
# Default: false
insecure_bridge: false
# Status code to be used when redirecting HTTP to HTTPS.
# Default: 301
redirect_status_code: 301
health_check:


# Status codes for healthy node.
# A list of space-separated status codes.
status_codes:



	200







# Timeout request time.
timeout: ~
# Interval frequency for health checks.
interval: ~
# Port to be used for requests forwarding.
# Default: incoming connection.
# Values: 80, 443.
port: 443
# Fallback scheme if endpoint doesn’t provide it.
scheme: https
# Allow healthchecks on self-signed TLS certificates (or expired/invalid).
# Default: false
allow_insecure: false










# — CACHE
cache:


# — REDIS SERVER
host: localhost
port: “6379”
password: ~
db: 0
# — TTL
# Fallback storage TTL when saving the cache when no header is specified.
# It follows the order:
#  - If the cache is shared and the s-maxage response directives present, use
#    its value, or
#  - If the max-age response directive is present, use its value, or
#  - If the Expires response header field is present, use its value minus the
#    value of the Date response header field, or
#  - Otherwise, no explicit expiration time is present in the response.
#    A heuristic freshness lifetime might be applicable.
# Default: 0
ttl: 0
# — ALLOWED VALUES
# Allows caching for different response codes.
# Default: 200, 301, 302
allowed_statuses:



	200


	301


	302







# Allows caching for different HTTP methods.
# If the client request method is listed in this directive then the response
# will be cached. “GET” and “HEAD” methods are always added to the list,
# though it is recommended to specify them explicitly.
# Default: HEAD, GET
allowed_methods:



	HEAD


	GET










# — CIRCUIT BREAKER
# WARNING: INTERNAL SERVER BEHAVIOUR
circuit_breaker:


# Will start evaluating the failures after n requests as defined by the
# threshold.
threshold: 0
# It’ll open the circuit after threshold requests which are greater or
# equal to the failure rate defined
# (total failures / total requests).
failurerate: 0
# Interval is the cyclic period of the closed state
# for the CircuitBreaker to clear the internal Counts.
# If Interval is 0, the CircuitBreaker doesn’t clear internal Counts during
# the closed state.
interval: 0s
# Timeout is the period of the open state,
# after which the state of the CircuitBreaker becomes half-open.
# If Timeout is 0, the timeout value of the CircuitBreaker is set to 60
# seconds.
timeout: 0s
# MaxRequests is the maximum number of requests allowed to pass through
# when the CircuitBreaker is half-open.
# If MaxRequests is 0, the CircuitBreaker allows only 1 request.
maxrequests: 0




# — LOG
log:


# Ref: https://golang.org/src/time/format.go
time_format: “2006/01/02 15:04:05”
# Available variables:
# - $host                = request host
# - $remote_addr         = request remote addr
# - $remote_user         = -
# - $time_local          = local time with format of time_format
# - $protocol            = protocol
# - $request_method      = method
# - $request             = full URI
# - $status              = status code
# - $body_bytes_sent     = number of bytes in content body
# - $http_referer        = referer
# - $http_user_agent     = user agent
# - $cached_status       = cache flag
# - $cached_status_label = cache flag label (HIT/MISS/STALE)
format: $host - $remote_addr - $remote_user $protocol $request_method “$request” $status $body_bytes_sent “$http_referer” “$http_user_agent” $cached_status
# Sentry DSN
# All errors will be tracked and sent to Sentry
# Logged levels: warning, error, fatal, panic.
# Default (empty)
sentry_dsn: ~
# Syslog Protocol
# If no protocol and no endpoint is specified, all the logs will be sent to
# the local syslog.
# Default (empty)
syslog_protocol: ~
# Syslog Endpoint
# If no protocol and no endpoint is specified, all the logs will be sent to
# the local syslog.
# All errors will be tracked and sent to syslog.
# Logged levels: warning, error, critical, alert, emergency.
# Default (empty)
syslog_endpoint: ~




# — TRACING
tracing:


# Endpoint for Local Jaeger Agent (eg: jaeger:6831)
jaeger_endpoint: ~
# Enable/Disable the tracing.
enabled: false
# Set the sampling ratio for tracing (float).
# Default: 1.0
sampling_ratio: 1.0





### PER DOMAIN CONFIGURATION OVERRIDE


	domains:
	
	example_com:
	
	server:
	
	upstream:
	host: example.com











	example_org:
	
	server:
	
	upstream:
	host: example.org

















```

In order to generate manually (or renew) the certificates check the documentation in [docs/TLS.md](docs/TLS.md).




            

          

      

      

    

  

    
      
          
            
  # CONTRIBUTING

Please take a moment to review this document in order to make the contribution
process easy and effective for everyone involved.

Following these guidelines helps to communicate that you respect the time of
the developers managing and developing this open source project. In return,
they should reciprocate that respect in addressing your issue, assessing
changes, and helping you finalize your pull requests.

## Using the issue tracker

The issue tracker is the preferred channel for [bug reports](#bug-reports),
[features requests](#features-requests) and [submitting pull
requests](#pull-requests), but please respect the following restrictions:


	Please do not derail or troll issues. Keep the discussion on topic and
respect the opinions of others.




## Bug reports

A bug is a _demonstrable problem_ that is caused by the code in the repository.
Good bug reports are extremely helpful - thank you!

Guidelines for bug reports:


	Use the GitHub issue search &mdash; check if the issue has already been





reported.





	Check if the issue has been fixed &mdash; try to reproduce it using the





latest main or development branch in the repository.





	Isolate the problem &mdash; ideally create a [reduced test





case](http://css-tricks.com/6263-reduced-test-cases/).




A good bug report shouldn’t leave others needing to chase you up for more
information. Please try to be as detailed as possible in your report. What is
your environment? What steps will reproduce the issue? What OS experiences the
problem? What would you expect to be the outcome? All these details will help
people to fix any potential bugs.

Example:

> Short and descriptive example bug report title
>
> A summary of the issue and the browser/OS environment in which it occurs. If
> suitable, include the steps required to reproduce the bug.
>
> 1. This is the first step
> 2. This is the second step
> 3. Further steps, etc.
>
> <url> - a link to the reduced test case
>
> Any other information you want to share that is relevant to the issue being
> reported. This might include the lines of code that you have identified as
> causing the bug, and potential solutions (and your opinions on their
> merits).

## Feature requests

Feature requests are welcome. But take a moment to find out whether your idea
fits with the scope and aims of the project. It’s up to _you_ to make a strong
case to convince the project’s developers of the merits of this feature. Please
provide as much detail and context as possible.

## Pull requests

Good pull requests - patches, improvements, new features - are a fantastic
help. They should remain focused in scope and avoid containing unrelated
commits.

Please ask first before embarking on any significant pull request (e.g.
implementing features, refactoring code), otherwise you risk spending a lot of
time working on something that the project’s developers might not want to merge
into the project.

Please adhere to the coding conventions used throughout a project (indentation,
accurate comments, etc.) and any other requirements (such as test coverage).

Adhering to the following this process is the best way to get your work
included in the project:


	[Fork](http://help.github.com/fork-a-repo/) the project, clone your fork,





and configure the remotes:




`bash
# Clone your fork of the repo into the current directory
git clone https://github.com/<your-username>/go-proxy-cache
# Navigate to the newly cloned directory
cd go-proxy-cache
# Assign the original repo to a remote called "upstream"
git remote add upstream https://github.com/fabiocicerchia/go-proxy-cache
`


	If you cloned a while ago, get the latest changes from upstream:




`bash
git checkout main
git pull upstream main
`


	Create a new topic branch (off the main project development branch) to





contain your feature, change, or fix:




`bash
git checkout -b <topic-branch-name>
`


	Make sure to update, or add to the tests when appropriate. Patches and





features will not be accepted without tests. Run npm test to check that
all tests pass after you’ve made changes.





	Commit your changes in logical chunks. Please adhere to these [git commit





message guidelines](http://tbaggery.com/2008/04/19/a-note-about-git-commit-messages.html)
or your code is unlikely be merged into the main project. Use Git’s
[interactive rebase](https://help.github.com/articles/interactive-rebase)
feature to tidy up your commits before making them public.





	Locally merge (or rebase) the upstream development branch into your topic branch:




`bash
git pull [--rebase] upstream main
`


	Push your topic branch up to your fork:




`bash
git push origin <topic-branch-name>
`


	[Open a Pull Request](https://help.github.com/articles/using-pull-requests/)





with a clear title and description.





	If you are asked to amend your changes before they can be merged in, please





use git commit –amend (or rebasing for multi-commit Pull Requests) and
force push to your remote feature branch. You may also be asked to squash
commits.




IMPORTANT: By submitting a patch, you agree to license your work under the
same license as that used by the project.

## Maintainers

If you have commit access, please follow this process for merging patches and cutting new releases.

### Reviewing changes


	Check that a change is within the scope and philosophy of the project.


	Check that a change has any necessary tests and a proper, descriptive commit message.


	Checkout the change and test it locally.


	If the change is good, and authored by someone who cannot commit to





main, please try to avoid using GitHub’s merge button. Apply the change
to main locally (feel free to amend any minor problems in the author’s
original commit if necessary).





	If the change is good, and authored by another maintainer/collaborator, give





them a “Ship it!” comment and let them handle the merge.




### Submitting changes


	All non-trivial changes should be put up for review using GitHub Pull





Requests.





	Your change should not be merged into main (or another feature branch),





without at least one “Ship it!” comment from another maintainer/collaborator
on the project. “Looks good to me” is not the same as “Ship it!”.





	Try to avoid using GitHub’s merge button. Locally rebase your change onto





main and then push to GitHub.





	Once a feature branch has been merged into its target branch, please delete





the feature branch from the remote repository.




### Releasing a new version


	Include all new functional changes in the CHANGELOG.


	Use a dedicated commit to increment the version. The version needs to be





added to the CHANGELOG.md (inc. date) and the package.json.





	The commit message must be of v0.0.0 format.


	Create an annotated tag for the version: git tag -m “v0.0.0” v0.0.0.


	Push the changes and tags to GitHub: git push –tags origin main.


	Publish the new version to npm: npm publish.






            

          

      

      

    

  

    
      
          
            
  # Development

## Need tools


	Go v1.15


	make


	[wrk](https://github.com/wg/wrk)




## Setup

`console
docker build -t fabiocicerchia/go-proxy-cache-test:nginx -f test/full-setup/docker/Dockerfile.nginx test/full-setup
docker build -t fabiocicerchia/go-proxy-cache-test:node -f test/full-setup/docker/Dockerfile.node test/full-setup
echo "127.0.0.1 testing.local www.testing.local" | sudo tee -a /etc/hosts
cd test/full-setup/certs
./gen-selfsigned-cert.sh
./gen-selfsigned-cert.sh www.w3.org
cd ..
docker-compose up
`

## Tracing

Jaeger is available by using the test/full-setup demo and browsing to http://127.0.0.1:16686/.

Prometheus endpoint is available at http://127.0.0.1:52021/metrics, it could be queried via http://127.0.0.1:9090.
Its metrics are collected and available via Grafana at http://localhost:3001.

There is a JSON export of the dashboard stored in test/full-setup/grafana/gpc-dashboard.json.

![GPC Grafana Dashboard](grafana.png)

Note: the Data Source must be configured in Grafana to point to http://prometheus:9090.

## Logging

In case of testing Sentry, follow this steps:


	Start docker-compose.


	Run patching commands:
- SENTRY_SECRET_KEY=$(docker run –rm sentry config generate-secret-key)
- docker run –network full-setup_default -it –rm -e SENTRY_REDIS_HOST=redis -e SENTRY_POSTGRES_HOST=postgres -e SENTRY_SECRET_KEY=$SENTRY_SECRET_KEY -e SENTRY_DB_USER=sentry -e SENTRY_DB_PASSWORD=secret –link full-setup_postgres_1:postgres –link full-setup_redis_1:redis sentry upgrade
- docker run –network full-setup_default -it –rm -e SENTRY_REDIS_HOST=redis -e SENTRY_POSTGRES_HOST=postgres -e SENTRY_SECRET_KEY=$SENTRY_SECRET_KEY -e SENTRY_DB_USER=sentry -e SENTRY_DB_PASSWORD=secret –link full-setup_postgres_1:postgres –link full-setup_redis_1:redis sentry run worker


	Configure new accounts in the [admin panel](http://127.0.0.1:9000/).


	Retrieve the Sentry DSN [here](http://127.0.0.1:9000/sentry/internal/getting-started/).


	Replace 127.0.0.1:9000 with sentry:9000.


	Change the setting sentry_dsn in the config.yml file.


	Stop docker-compose and start again.




## Test

`console
$ make test
[...]
`

## Monitor file descriptors

Launch wrk then:

`console
$ lsof -p PID | wc -l
`



            

          

      

      

    

  

    
      
          
            
  # Docker

## Official Image

Available on Docker Hub: [https://hub.docker.com/r/fabiocicerchia/go-proxy-cache](https://hub.docker.com/r/fabiocicerchia/go-proxy-cache)

![Docker pulls](https://img.shields.io/docker/pulls/fabiocicerchia/go-proxy-cache.svg “Docker pulls”)
![Docker stars](https://img.shields.io/docker/stars/fabiocicerchia/go-proxy-cache.svg “Docker stars”)

## CLI

Example #1:

```console
$ docker run 


-it –rm -n goproxycache –env SERVER_HTTPS_PORT=443 –env SERVER_HTTP_PORT=80 –env DEFAULT_TTL=0 –env FORWARD_HOST=www.google.com –env FORWARD_SCHEME=https –env LB_ENDPOINT_LIST=www.google.com –env REDIS_DB=0 –env REDIS_HOST=localhost –env REDIS_PORT=6379 –env REDIS_PASSWORD= -p 80:80
-p 443:443
fabiocicerchia/go-proxy-cache




```

Example #2:

```console
$ docker run 


-it –rm -n goproxycache -v $PWD/config.yml:/app/config.yml
-p 80:80
-p 443:443
fabiocicerchia/go-proxy-cache




```

## Docker Compose

```yaml
version: ‘3.7’


	services:
	
	goproxycache:
	image: fabiocicerchia/go-proxy-cache:latest
restart: always
network_mode: host
volumes:



	./config.yml:/app/config.yml









	redis:
	image: redis:alpine
restart: always
ports:



	“6379:6379”











[…]





```



            

          

      

      

    

  

    
      
          
            
  # Examples

## Playground

In the folder test/full-setup there is complete working environment in Docker:


	GoProxyCache


	Redis


	Nginx (for upstream)


	NodeJS (for ws/wss server)


	Jaeger (for OpenTracing)


	Prometheus (for pulling metrics)


	Grafana (for visualising metrics)




## CLI

```console
$ go-proxy-cache -h
Usage of go-proxy-cache:



	-config string
	config file (default “config.yml”)






	-debug

	enable debug






	-log string
	log file (default stdout)






	-test

	test configuration



	-verbose

	enable verbose



	-version

	display version








[…]
```

## Docker

```console
$ docker run 


-it –rm –name goproxycache –env SERVER_HTTPS_PORT=443 –env SERVER_HTTP_PORT=80 –env DEFAULT_TTL=0 –env FORWARD_HOST=www.google.com –env FORWARD_SCHEME=https –env LB_ENDPOINT_LIST=www.google.com –env REDIS_DB=0 –env REDIS_HOST=localhost –env REDIS_PORT=6379 –env REDIS_PASSWORD= -p 8080:80 -p 8443:443 fabiocicerchia/go-proxy-cache




```

```console
curl -H”Host: www.google.com” -v http://127.0.0.1:8080/
*   Trying 127.0.0.1…
* TCP_NODELAY set
* Connected to 127.0.0.1 (127.0.0.1) port 8080 (#0)
> GET / HTTP/1.1
> Host: www.google.com
> User-Agent: curl/7.64.1
> Accept: /
>
< HTTP/1.1 301 Moved Permanently
< Content-Type: text/html; charset=utf-8
< Location: https://www.google.com/
< Date: Wed, 25 Aug 2021 13:30:19 GMT
< Content-Length: 58
<
<a href=”https://www.google.com/”>Moved Permanently</a>.


	Connection #0 to host 127.0.0.1 left intact


	Closing connection 0




```

## PURGE

`concole
$ curl -vX PURGE http://localhost/cached/page
*   Trying 127.0.0.1...
* TCP_NODELAY set
* Connected to localhost (127.0.0.1) port 80 (#0)
> PURGE / HTTP/1.1
> Host: localhost
> User-Agent: curl/7.64.1
> Accept: */*
>
< HTTP/1.1 200 OK
< Date: Thu, 19 Nov 2020 11:21:45 GMT
< Content-Length: 2
< Content-Type: text/plain; charset=utf-8
<
* Connection #0 to host localhost left intact
OK* Closing connection 0
`

`concole
$ curl -vX PURGE http://localhost/page/not/cached
*   Trying 127.0.0.1...
* TCP_NODELAY set
* Connected to localhost (127.0.0.1) port 80 (#0)
> PURGE / HTTP/1.1
> Host: localhost
> User-Agent: curl/7.64.1
> Accept: */*
>
< HTTP/1.1 404 Not Found
< Date: Thu, 19 Nov 2020 11:23:36 GMT
< Content-Length: 2
< Content-Type: text/plain; charset=utf-8
<
* Connection #0 to host localhost left intact
KO* Closing connection 0
`

## HTTP/2

`console
$ curl -4 -s -I -w '%{http_version}\n' -o /dev/null http://localhost
1.1
$ curl -4 -k -s -I -w '%{http_version}\n' -o /dev/null https://localhost
2
`

## HealthCheck

`console
$ curl -v http://localhost/healthcheck
*   Trying 127.0.0.1...
* TCP_NODELAY set
* Connected to localhost (127.0.0.1) port 80 (#0)
> GET /healthcheck HTTP/1.1
> Host: localhost
> User-Agent: curl/7.64.1
> Accept: */*
>
< HTTP/1.1 200 OK
< Date: Thu, 19 Nov 2020 11:26:37 GMT
< Content-Length: 17
< Content-Type: text/plain; charset=utf-8
<
HTTP OK
REDIS OK
* Connection #0 to host localhost left intact
* Closing connection 0
`



            

          

      

      

    

  

    
      
          
            
  # HTTP/2

## Push

The functionality is deprecated since not really supported in the browsers.

More details:
- [Current implementation](https://www.w3.org/TR/preload/)
- [What it was supposed to be like](https://medium.com/@mena.meseha/http-2-server-push-tutorial-d8714154ef9a)
- HTTP/2 Push is dead:



	[Chrome to remove HTTP/2 Push](https://www.ctrl.blog/entry/http2-push-chromium-deprecation.html)


	[Google Developers intent to remove HTTP/2 Push](https://community.cloudflare.com/t/google-developers-intent-to-remove-http-2-push/261338)


	[Intent to Remove: HTTP/2 and gQUIC server push](https://groups.google.com/a/chromium.org/g/blink-dev/c/K3rYLvmQUBY/m/vOWBKZGoAQAJ)


	[HTTP/2 Push is dead](https://evertpot.com/http-2-push-is-dead/)








	Alternative: [103 Early Hints](https://developer.mozilla.org/en-US/docs/Web/HTTP/Status/103)




### Upstream

```nginx
# …


	server {
	# …


	location = /push {
	add_header Content-Type text/plain;
add_header Cache-Control “public, max-age=86400”;
add_header Link “</etag>; rel=preload”;
default_type text/plain;
return 200 “push”;





}

# …





}

# …
```

### Test

You can use the nghttp cli tool ([nghttp2.org](https://nghttp2.org/)) project to verify whether the server push is working.

```console
nghttp -ans https://testing.local:50443/push
[WARNING] Certificate verification failed: unable to verify the first certificate
* Statistics *

Request timing:
responseEnd: the  time  when  last  byte of  response  was  received relative to connectEnd
requestStart: the time  just before  first byte  of request  was sent relative  to connectEnd.   If  ‘*’ is  shown, this  was pushed by server.
process: responseEnd - requestStart
code: HTTP status code
size: number  of  bytes  received as  response  body  without inflation.
URI: request URI

see http://www.w3.org/TR/resource-timing/#processing-model

sorted by ‘complete’


	id  responseEnd requestStart  process code size request path
	13    +41.68ms       +134us  41.54ms  200    4 /push
2     +86.95ms *   +37.31ms  49.64ms  200    4 /etag





```

In the output, the asterisk (*) marks resources that were pushed by the server.



            

          

      

      

    

  

    
      
          
            
  # Kubernetes

```console
$ kubectl apply -f test/full-setup/kubernetes/k8s.yml
service/go-proxy-cache created
deployment.apps/go-proxy-cache created
service/nginx created
deployment.apps/nginx created
service/node created
deployment.apps/node created
service/redis created
deployment.apps/redis created

$ kubectl get services
NAME             TYPE           CLUSTER-IP       EXTERNAL-IP   PORT(S)                                                           AGE
go-proxy-cache   LoadBalancer   10.96.255.92     localhost     50080:30836/TCP,50443:32728/TCP                                   1s
kubernetes       ClusterIP      10.96.0.1        <none>        443/TCP                                                           1s
nginx            LoadBalancer   10.108.101.190   localhost     40080:30935/TCP,40081:32703/TCP,40082:31082/TCP,40443:31329/TCP   1s
node             ClusterIP      10.105.106.132   <none>        9001/TCP,9002/TCP                                                 1s
redis            LoadBalancer   10.98.252.182    localhost     6379:32000/TCP                                                    1s

$ kubectl get deployments
NAME             READY   UP-TO-DATE   AVAILABLE   AGE
go-proxy-cache   1/1     1            1           1s
nginx            1/1     1            1           1s
node             1/1     1            1           1s
redis            1/1     1            1           1s

$ kubectl get pods
NAME                              READY   STATUS    RESTARTS   AGE
go-proxy-cache-76cccc45db-jgphw   1/1     Running   0          1s
nginx-77df469c6f-4dnnx            1/1     Running   0          1s
node-8659d8958f-gtpkh             1/1     Running   0          1s
redis-b46545bbd-65tn9             1/1     Running   0          1s

$ export NGINX_HOST_80=localhost:40080
$ export NGINX_HOST_443=localhost:40443
$ export REDIS_HOST=localhost
$ make test
```



            

          

      

      

    

  

    
      
          
            
  # MIT License

Copyright (c) 2023 Fabio Cicerchia

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the “Software”), to deal
in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
SOFTWARE.



            

          

      

      

    

  

    
      
          
            
  # Metrics

Go Proxy Cache supports application metrics via Prometheus endpoint, /metrics.

Name | Type | Description | Labels
—-|----|—-|----|
gpc_status_codes_total | Counter | Distribution by status codes. | env, hostname, code |
gpc_request_host_total | Counter | Distribution by Request Host. | env, hostname, host |
gpc_http_methods_total | Counter | Distribution by HTTP methods. | env, hostname, method |
gpc_url_scheme_total | Counter | Distribution by URL scheme. | env, hostname, scheme |
gpc_request_sum_total | Counter | Total number of sent requests. | env, hostname |
gpc_request_1xx_total | Counter | Total number of sent 1xx requests. | env, hostname |
gpc_request_2xx_total | Counter | Total number of sent 2xx requests. | env, hostname |
gpc_request_3xx_total | Counter | Total number of sent 3xx requests. | env, hostname |
gpc_request_4xx_total | Counter | Total number of sent 4xx requests. | env, hostname |
gpc_request_5xx_total | Counter | Total number of sent 5xx requests. | env, hostname |
gpc_host_healthy | Gauge | Health state of hosts. | env, hostname |
gpc_host_unhealthy | Gauge | Health state of hosts. | env, hostname |
gpc_cache_hits_total | Counter | The amount of cache hits. | env, hostname |
gpc_cache_miss_total | Counter | The amount of cache misses. | env, hostname |
gpc_cache_stale_total | Counter | The amount of cache misses. | env, hostname |



            

          

      

      

    

  

    
      
          
            
  # Go Proxy Cache

<center>

![Logo](https://github.com/fabiocicerchia/go-proxy-cache/raw/main/docs/assets/logo_small.png)


	Simple Reverse Proxy with Caching, written in Go, using Redis.
	>>> **(semi) production-ready** <<<









[![MIT License](https://img.shields.io/badge/License-MIT-brightgreen.svg?longCache=true)](LICENSE)
[![Pull Requests](https://img.shields.io/badge/PRs-welcome-brightgreen.svg?longCache=true)](https://github.com/fabiocicerchia/go-proxy-cache/pulls)
![Maintenance](https://img.shields.io/maintenance/yes/2023)
[![Mentioned in Awesome Go](https://awesome.re/mentioned-badge.svg)](https://github.com/avelino/awesome-go)

![Last Commit](https://img.shields.io/github/last-commit/fabiocicerchia/go-proxy-cache)
![Release Date](https://img.shields.io/github/release-date/fabiocicerchia/go-proxy-cache)
![GitHub all releases](https://img.shields.io/github/downloads/fabiocicerchia/go-proxy-cache/total)

![GitHub go.mod Go version](https://img.shields.io/github/go-mod/go-version/fabiocicerchia/go-proxy-cache)
![GitHub release (latest by date)](https://img.shields.io/github/v/release/fabiocicerchia/go-proxy-cache)

![Docker pulls](https://img.shields.io/docker/pulls/fabiocicerchia/go-proxy-cache “Docker pulls”)
![Docker stars](https://img.shields.io/docker/stars/fabiocicerchia/go-proxy-cache “Docker stars”)

![GitHub Workflow Status](https://img.shields.io/github/workflow/status/fabiocicerchia/go-proxy-cache/Builds)

[![CII Best Practices](https://bestpractices.coreinfrastructure.org/projects/4469/badge)](https://bestpractices.coreinfrastructure.org/projects/4469)
[![BCH compliance](https://bettercodehub.com/edge/badge/fabiocicerchia/go-proxy-cache?branch=main)](https://bettercodehub.com/results/fabiocicerchia/go-proxy-cache)
[![Go Report Card](https://goreportcard.com/badge/github.com/fabiocicerchia/go-proxy-cache)](https://goreportcard.com/report/github.com/fabiocicerchia/go-proxy-cache)
[![FOSSA Status](https://app.fossa.com/api/projects/git%2Bgithub.com%2Ffabiocicerchia%2Fgo-proxy-cache.svg?type=shield)](https://app.fossa.com/projects/git%2Bgithub.com%2Ffabiocicerchia%2Fgo-proxy-cache?ref=badge_shield)
[![codecov](https://codecov.io/gh/fabiocicerchia/go-proxy-cache/branch/main/graph/badge.svg)](https://codecov.io/gh/fabiocicerchia/go-proxy-cache)
[![Maintainability](https://img.shields.io/codeclimate/maintainability/fabiocicerchia/go-proxy-cache)](https://codeclimate.com/github/fabiocicerchia/go-proxy-cache/maintainability)
[![Technical Debt](https://img.shields.io/codeclimate/tech-debt/fabiocicerchia/go-proxy-cache)](https://codeclimate.com/github/fabiocicerchia/go-proxy-cache/maintainability)
[![Total alerts](https://img.shields.io/lgtm/alerts/g/fabiocicerchia/go-proxy-cache.svg)](https://lgtm.com/projects/g/fabiocicerchia/go-proxy-cache/alerts/)

</center>

—

## 💗 Support the Project 💗

This project is only maintained by one person, [Fabio Cicerchia](https://github.com/fabiocicerchia).
It started as a simple caching service, now it has a lot of pro functionalities just for FREE 😎
Maintaining a project is a very time consuming activity, especially when done alone 💪
I really want to make this project better and become super cool 🚀

Two commercial versions have been planned: [PRO and PREMIUM](https://kodebeat.com/goproxycache.html).

The development of the COMMUNITY version will continue, but priority will be given to the [COMMERCIAL versions](https://kodebeat.com/goproxycache.html).
- If you’d like to support this open-source project I’ll appreciate any kind of [contribution](https://github.com/sponsors/fabiocicerchia).
- If you’d like to sponsor the commercial version, please [get in touch with me](mail:info@fabiocicerchia.it).

—

## How it works

When the request is cached:


	```text
	.———.       .———.       .———.
|         |       |         |       |         |
|         |       |         |       |         |



	you —>|—->—-|--->---|—->—-|--->---|–>–.   |
	

|       |         |       |     |   |







	<—|----<----|—<—|----<----|—<—|–<–’   |
	
	`———´       `———´       `———´
	network        go-proxy-cache        redis













```

When the request is not cached:


	```text
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	,_,
| |
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```

## Features

### Small, Pragmatic and Easy to Use


	Dockerized


	Compiled


	Easily Configurable, via YAML or Environment Variables.


	Self-Contained, does not require Go, Git or any other software installed. Just run the binary or the container.




### Caching


	Full Page Caching, via Redis.


	Cache Invalidation, by calling HTTP Method PURGE on the resource URI.


	Cache Bypass, by using the HTTP Header X-Go-Proxy-Cache-Force-Fresh the request will always be fresh.


	Support Chunking, by replicating exactly the same original amount.


	Selective HTTP Status Codes/Methods, allows caching for different response codes or HTTP methods.


	ETag Support, generating non-weak tags, handling 304 Not Modified, managing HTTP headers If-Modified-Since, If-Unmodified-Since, If-None-Match, If-Match.
ETag wrapper doesn’t work well with WebSocket and HTTP/2.


	Cache Stampede Prevention, delaying invalidation request to the backend using an extra small random TTL (between 5s and 10s).


	Serving Stale Content, used mainly for avoiding cache stampede, for maximum 10s.


	Upstream DNS Resolution Cache, the upstream hostname will be cached to speed up the response and avoid the DNS resolution at each request.




### Load Balancing


	HTTP & HTTPS Forward Traffic


	Load Balancing, uses a list of IPs/Hostnames as load balanced backend servers.


	Multiple Algorithms Available, choose among IP Hash, Least Connections, Random or Round-Robin.


	Support for HTTP Basic Auth, it’s possible to provide the HTTP Basic Auth for each endpoint (by specify user:pass in the URL).




### Security


	HTTP/2 Support, HTTP/2 Pusher achievable only if upstream implements [HTTP header Link](https://developer.mozilla.org/en-US/docs/Web/HTTP/Headers/Link). Server Push is deprecated (since not really supported in the browsers).


	SSL/TLS Certificates via ACME, provides automatic generation of SSL/TLS certificates from [Let’s Encrypt](https://letsencrypt.org/) and any other ACME-based CA.


	Using your own SSL/TLS Certificates, optional.




### Reliability


	Healthcheck Endpoint, exposes the route /healthcheck (internally).


	Upstream Healthcheck, verifies periodically if upstream nodes are healthy.


	Respecting HTTP Cache Headers, Vary, ETag, Cache-Control and Expires.


	Fully Tested, Unit, Functional & Linted & 0 Race Conditions Detected.


	Cache Circuit Breaker, bypassing Redis when not available.




### Scaling


	Multiple domains, override and fine-tune the global settings per domain.




### Customisations


	HTTP to HTTPS Redirects, optional, status code to be used when redirecting HTTP to HTTPS.


	GZip Compression, optional.


	Server Timeouts, it is possible to configure in details the server overall timeouts (read, write, headers, handler, idle).


	Fine tuning circuit-breaker and TLS settings, it is possible to adjust the settings about thresholds, timeouts and failure rate.


	Configure error handler, stdout or file.


	Debug/Verbose mode, it is possible to have additional levels of details by settings the flags -verbose or -debug.




### Logging


	Request Tracing, each line in logs has a RequestID to easily identify the response flow.


	OpenTelemetry Tracing, each request has a deep tracing with Jaeger (optional).


	Prometheus Endpoint, exposes the route /metrics (internally) to serve Prometheus metrics.


	Support for Sentry & Syslog, all warning/error logs can be forwarded to Sentry and/or Syslog.




## Configuration

## YAML

This is a simple (and not comprehensive) configuration:

```yaml
server:



	port:
	http: “80”
https: “443”



	tls:
	cert_file: server.pem
key_file: server.key



	upstream:
	host: ~
port: 443
scheme: https
endpoints:



	127.0.0.1







http_to_https: true
redirect_status_code: 301









	cache:
	host: localhost



	domains:
	
	example_com:
	
	server:
	
	upstream:
	host: example.com











	example_org:
	
	server:
	
	upstream:
	host: example.org

















```

For more details about the full server configuration check the relative documentation in [docs/CONFIGURATION.md](https://github.com/fabiocicerchia/go-proxy-cache/blob/main/docs/CONFIGURATION.md)

## Examples

## CLI

```console
$ go-proxy-cache -h
Usage of go-proxy-cache:



	-config string
	config file (default “config.yml”)






	-debug

	enable debug






	-log string
	log file (default stdout)






	-test

	test configuration



	-verbose

	enable verbose



	-version

	display version








[…]
```

For examples check the relative documentation in [docs/EXAMPLES.md](https://github.com/fabiocicerchia/go-proxy-cache/blob/main/docs/EXAMPLES.md)

## Release Cycle


	Bug-fixes (e.g. 1.1.1, 1.1.2, 1.2.1, 1.2.3) are released as needed (no additional features are delivered in those versions, bug-fixes only).


	Each version is supported until the next one is released (e.g. 1.1.x will be supported until 1.2.0 is out).


	We use [Semantic Versioning](https://semver.org/).




## Common Errors


	acme/autocert: server name component count invalid
Let’s Encrypt cannot be used locally, as described in [this thread](https://community.letsencrypt.org/t/can-i-test-lets-encrypt-client-on-localhost/15627)


	acme/autocert: missing certificate
Let’s Encrypt cannot be used locally, as described in [this thread](https://community.letsencrypt.org/t/can-i-test-lets-encrypt-client-on-localhost/15627)


	501 Not Implemented
If there’s no domain defined in the main configuration nor in the domain overrides, and a client will request an
unknown domain the status 501 is returned.


	WebSocket and TimeoutHandler are not working together, because TimeoutHandler doesn’t support Hijacker, so in order to have WebSocket support the setting TimeoutHandler must be set to -1.


	context deadline exceeded
The reason is because the timeout on the context.Context of the client side of the request is shorter than the timeout
in the server side handler. This means that the client gives up before any response is written.




## References


	[Proxy servers and tunneling](https://developer.mozilla.org/en-US/docs/Web/HTTP/Proxy_servers_and_tunneling)


	[Make resilient Go net/http servers using timeouts, deadlines and context cancellation](https://ieftimov.com/post/make-resilient-golang-net-http-servers-using-timeouts-deadlines-context-cancellation/)


	[So you want to expose Go on the Internet](https://blog.cloudflare.com/exposing-go-on-the-internet/)


	[Writing a very fast cache service with millions of entries in Go](https://allegro.tech/2016/03/writing-fast-cache-service-in-go.html)


	[RFC7234 - Hypertext Transfer Protocol (HTTP/1.1): Caching](https://tools.ietf.org/html/rfc7234#section-4.2.1)


	[The complete guide to Go net/http timeouts](https://blog.cloudflare.com/the-complete-guide-to-golang-net-http-timeouts/)


	[What Happens in a TLS Handshake? | SSL Handshake](https://www.cloudflare.com/en-gb/learning/ssl/what-happens-in-a-tls-handshake/)


	[A step by step guide to mTLS in Go](https://venilnoronha.io/a-step-by-step-guide-to-mtls-in-go)


	[Learning HTTP caching in Go](https://www.sanarias.com/blog/115LearningHTTPcachinginGo)


	[Nginx HTTP2 Server Push](https://ops.tips/blog/nginx-http2-server-push/)


	[Introducing HTTP/2 Server Push with NGINX 1.13.9](https://www.nginx.com/blog/nginx-1-13-9-http2-server-push)


	[Preload - W3C Editor’s Draft 20 August 2020](https://w3c.github.io/preload/#server-push)


	[Web Linking](https://tools.ietf.org/html/rfc5988)


	[HTTP Health Checks](https://docs.nginx.com/nginx/admin-guide/load-balancer/http-health-check/)


	[Types of load balancing algorithms](https://www.cloudflare.com/en-gb/learning/performance/types-of-load-balancing-algorithms/)




## License

## OpenSSL

This product includes software developed by the OpenSSL Project for use in the
OpenSSL Toolkit. ([http://www.openssl.org/](http://www.openssl.org/))

## Go Proxy Cache

MIT License

Copyright (c) 2023 Fabio Cicerchia <info@fabiocicerchia.it>

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the “Software”), to deal
in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
SOFTWARE.

[![FOSSA Status](https://app.fossa.com/api/projects/git%2Bgithub.com%2Ffabiocicerchia%2Fgo-proxy-cache.svg?type=large)](https://app.fossa.com/projects/git%2Bgithub.com%2Ffabiocicerchia%2Fgo-proxy-cache?ref=badge_large)



            

          

      

      

    

  

    
      
          
            
  # Real World Case

## Configuration

### docker-compose

```yaml
version: ‘3.8’


	services:
	
	goproxycache:
	image: fabiocicerchia/go-proxy-cache:latest
restart: always
network_mode: host
volumes:



	./config.yml:/app/config.yml









	redis:
	image: redis:alpine
restart: always
ports:



	“6379:6379”









	nginx:
	image: nginx:alpine
restart: always
ports:



	“8080:80”


	“8443:443”








	volumes:
	
	[…]










	phpfpm:
	image: php:fpm-alpine
restart: always
ports:



	“9000:9000”








	volumes:
	
	[…]










	jaeger:
	image: jaegertracing/all-in-one:latest
ports:



	“14268:14268”


	“16686:16686”















```

### go-proxy-cache

```yaml
### GLOBAL CONFIGURATION
################################################################################
server:


# — GENERIC
port:


http: “80”
https: “443”




# — GZIP
# Automatically enable GZip compression on all requests.
gzip: false
# — INTERNALS
internals:


# Internal listening Address for metrics and healthchecks.
# Default: 127.0.0.1
listening_address: “127.0.0.1”
# Internal listening port for metrics and healthchecks.
# Default: 52021
listening_port: 52021




# — TLS
tls:


# Automatic Certificate Management Environment
# Provides automatic generation of SSL/TLS certificates from Let’s Encrypt
# and any other ACME-based CA.
# Default: false (need to provide cert_file and key_file)
auto: false
# Email optionally specifies a contact email address.
# This is used by CAs, such as Let’s Encrypt, to notify about problems with
# issued certificates.
email: noreply@example.com
# Pair or files: the certificate and the key.
# Used by LoadX509KeyPair to read and parse a public/private key pair from a
# pair of files. The files must contain PEM encoded data. The certificate
# file may contain intermediate certificates following the leaf certificate
# to form a certificate chain.
cert_file: ~
key_file: ~
# WARNING: INTERNAL SERVER BEHAVIOUR
override:


# CipherSuites is a list of supported cipher suites for TLS versions up to
# TLS 1.2. If CipherSuites is nil, a default list of secure cipher suites
# is used, with a preference order based on hardware performance. The
# default cipher suites might change over Go versions. Note that TLS 1.3
# ciphersuites are not configurable.
#
# Value     Description                                    DLTS-OK   IANA Recommended
# ————————————————————————————
# TLS 1.0 - 1.2 cipher suites.
#   5     = TLS_RSA_WITH_RC4_128_SHA                       N         N
#   10    = TLS_RSA_WITH_3DES_EDE_CBC_SHA                  Y         N
#   47    = TLS_RSA_WITH_AES_128_CBC_SHA                   Y         N
#   53    = TLS_RSA_WITH_AES_256_CBC_SHA                   Y         N
#   60    = TLS_RSA_WITH_AES_128_CBC_SHA256                Y         N
#   156   = TLS_RSA_WITH_AES_128_GCM_SHA256                Y         N
#   157   = TLS_RSA_WITH_AES_256_GCM_SHA384                Y         N
#   49159 = TLS_ECDHE_ECDSA_WITH_RC4_128_SHA               N         N
#   49161 = TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA           Y         N
#   49162 = TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA           Y         N
#   49169 = TLS_ECDHE_RSA_WITH_RC4_128_SHA                 N         N
#   49170 = TLS_ECDHE_RSA_WITH_3DES_EDE_CBC_SHA            Y         N
#   49171 = TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA             Y         N
#   49172 = TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA             Y         N
#   49187 = TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA256        Y         N
#   49191 = TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA256          Y         N
#   49199 = TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256          Y         Y
#   49195 = TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256        Y         Y
#   49200 = TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384          Y         Y
#   49196 = TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384        Y         Y
#   52392 = TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256    Y         Y
#   52392 = TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305           Y         Y
#   52393 = TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305_SHA256  Y         Y
#   52393 = TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305         Y         Y
#
# TLS 1.3 cipher suites.
#   4865 = TLS_AES_128_GCM_SHA256                          Y         Y
#   4866 = TLS_AES_256_GCM_SHA384                          Y         Y
#   4867 = TLS_CHACHA20_POLY1305_SHA256                    Y         Y
#
# TLS_FALLBACK_SCSV isn’t a standard cipher suite but an indicator
# that the client is doing version fallback. See RFC 7507.
#   22016 = TLS_FALLBACK_SCSV                              Y         N
#
# More details on:
# https://www.iana.org/assignments/tls-parameters/tls-parameters.xml
# https://blogs.sap.com/2018/12/09/perfect-forward-secrecy-and-how-to-choose-pfs-based-cipher-suites/
ciphersuites:



	49200 # TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384


	49196 # TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384


	52393 # TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305_SHA256


	52392 # TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256




# needed by HTTP/2
- 49199 # TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256
- 49195 # TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256
- 4865 # TLS_AES_128_GCM_SHA256




# MinVersion contains the minimum TLS version that is acceptable.
# If zero, TLS 1.0 is currently taken as the minimum.
#   769 = VersionTLS10
#   770 = VersionTLS11
#   771 = VersionTLS12
#   772 = VersionTLS13
minversion: 771 # VersionTLS12
# MaxVersion contains the maximum TLS version that is acceptable.
# If zero, the maximum version supported by this package is used,
# which is currently TLS 1.3.
#   769 = VersionTLS10
#   770 = VersionTLS11
#   771 = VersionTLS12
#   772 = VersionTLS13
maxversion: 772 # VersionTLS13
# CurvePreferences contains the elliptic curves that will be used in
# an ECDHE handshake, in preference order. If empty, the default will
# be used. The client will use the first preference as the type for
# its key share in TLS 1.3. This may change in the future.
# CurveID is the type of a TLS identifier for an elliptic curve. See
# https://www.iana.org/assignments/tls-parameters/tls-parameters.xml#tls-parameters-8.
#
# In TLS 1.3, this type is called NamedGroup, but at this time this library
# only supports Elliptic Curve based groups. See RFC 8446, Section 4.2.7.
#   23 = CurveP256
#   24 = CurveP384
#   25 = CurveP521
#   29 = X25519
#
# Only use curves which have assembly implementations
# https://github.com/golang/go/tree/master/src/crypto/elliptic
curvepreferences:



	23 # CurveP256













# — TIMEOUT
timeout:


# It is the maximum duration for reading the entire request, including the
# body.
# Because it does not let Handlers make per-request decisions on each
# request body’s acceptable deadline or upload rate, most users will prefer
# to use read_header. It is valid to use them both.
read: 5s
# It is the amount of time allowed to read request headers. The connection’s
# read deadline is reset after reading the headers and the Handler can
# decide what is considered too slow for the body. If it is zero, the value
# of read is used. If both are zero, there is no timeout.
read_header: 2s
# It is the maximum duration before timing out writes of the response. It is
# reset whenever a new request’s header is read. Like read, it does not
# let Handlers make decisions on a per-request basis.
write: 5s
# It is the maximum amount of time to wait for the next request when
# keep-alives are enabled. If is zero, the value of read is used. If both
# ara zero, there is no timeout.
idle: 20s
# It runs the handler with the given time limit.
handler: 15s




# — FORWARDING
upstream:


# Hostname to be used for requests forwarding.
host: ~
# Port to be used for requests forwarding.
# Default: incoming connection.
# Values: 80, 443.
port: 8443
# Endpoint scheme to be used when forwarding traffic.
# Default: incoming connection.
# Values: http, https, ws, wsss.
scheme: https
# Load Balancing Algorithm to be used when present multiple endpoints.
# Allowed formats: ip-hash, least-connections, random, round-robin (default).
balancing_algorithm: round-robin
# List of IPs/Hostnames to be used as load balanced backend servers.
# They’ll be selected using the chosen algorithm (or round-robin).
endpoints:



	127.0.0.1







# Forces redirect from HTTP to HTTPS.
# Default: false
http_to_https: true
# This allows to have communication between the proxy and the upstream in
# case of invalid TLS certificate.
# Can be disabled in the global config.
# Default: false
insecure_bridge: true
# Status code to be used when redirecting HTTP to HTTPS.
# Default: 301
redirect_status_code: 301
health_check:


# Status codes for healthy node.
# A list of space-separated status codes.
status_codes:



	200







# Timeout request time.
timeout: ~
# Interval frequency for health checks.
interval: ~
# Port to be used for requests forwarding.
# Default: incoming connection.
# Values: 80, 443.
port: 443
# Fallback scheme if endpoint doesn’t provide it.
scheme: https
# Allow healthchecks on self-signed TLS certificates (or expired/invalid).
# Default: false
allow_insecure: false










# — TRACING
tracing:


# Endpoint for Local Jaeger Agent (eg: jaeger:6831)
jaeger_endpoint: ~
# Enable/Disable the tracing.
enabled: false
# Set the sampling ratio for tracing (float).
# Default: 1.0
sampling_ratio: 1.0




# — CACHE
cache:


# — REDIS SERVER
host: 127.0.0.1
port: “6379”
password: ~
db: 0
# — TTL
# Fallback storage TTL when saving the cache when no header is specified.
# It follows the order:
#  - If the cache is shared and the s-maxage response directives present, use
#    its value, or
#  - If the max-age response directive is present, use its value, or
#  - If the Expires response header field is present, use its value minus the
#    value of the Date response header field, or
#  - Otherwise, no explicit expiration time is present in the response.
#    A heuristic freshness lifetime might be applicable.
# Default: 0
ttl: 0
# — ALLOWED VALUES
# Allows caching for different response codes.
# Default: 200, 301, 302
allowed_statuses:



	200


	301


	302







# If the client request method is listed in this directive then the response
# will be cached. “GET” and “HEAD” methods are always added to the list,
# though it is recommended to specify them explicitly.
# Default: HEAD, GET
allowed_methods:



	HEAD


	GET










# — CIRCUIT BREAKER
# WARNING: INTERNAL SERVER BEHAVIOUR
circuit_breaker:


# Will start evaluating the failures after n requests as defined by the
# threshold.
threshold: 1
# It’ll open the circuit after threshold requests which are greater or
# equal to the failure rate defined
# (total failures / total requests).
failurerate: 2
# Interval is the cyclic period of the closed state
# for the CircuitBreaker to clear the internal Counts.
# If Interval is 0, the CircuitBreaker doesn’t clear internal Counts during
# the closed state.
interval: 1ms
# Timeout is the period of the open state,
# after which the state of the CircuitBreaker becomes half-open.
# If Timeout is 0, the timeout value of the CircuitBreaker is set to 60
# seconds.
timeout: 1ms
# MaxRequests is the maximum number of requests allowed to pass through
# when the CircuitBreaker is half-open.
# If MaxRequests is 0, the CircuitBreaker allows only 1 request.
maxrequests: 1





### PER DOMAIN CONFIGURATION OVERRIDE


	domains:
	
	fabiocicerchia:
	
	server:
	
	upstream:
	host: fabiocicerchia.it



	tls:
	cert_file: /etc/letsencrypt/live/fabiocicerchia.it/fullchain.pem
key_file: /etc/letsencrypt/live/fabiocicerchia.it/privkey.pem











	www_fabiocicerchia:
	
	server:
	
	upstream:
	host: www.fabiocicerchia.it



	tls:
	cert_file: /etc/letsencrypt/live/www.fabiocicerchia.it-0001/fullchain.pem
key_file: /etc/letsencrypt/live/www.fabiocicerchia.it-0001/privkey.pem

















```

## SSL Report

![Qualys SSL Labs Report](ssl_report.png)

### Protocols


Protocols | Supported |



|-----------|———–|
| TLS 1.3 | Yes |
| TLS 1.2 | Yes |
| TLS 1.1 | No |
| TLS 1.0 | No |
| SSL 3 | No |
| SSL 2 | No |

### Cipher Suites


TLS 1.3 (suites in server-preferred order) | |



|-|-|
| TLS_AES_128_GCM_SHA256 (0x1301)    (eq. 3072 bits RSA)  |128 |
| TLS_CHACHA20_POLY1305_SHA256 (0x1303)    (eq. 3072 bits RSA)  |256 |
| TLS_AES_256_GCM_SHA384 (0x1302)    (eq. 3072 bits RSA)  |256 |


TLS 1.2 (suites in server-preferred order) | |



|-|-|
| TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (0xc030)    (eq. 3072 bits RSA)  |256 |
| TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256 (0xcca8)    (eq. 3072 bits RSA)  |256 |
| TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (0xc02f)    (eq. 3072 bits RSA)  |128 |

### Handshake Simulation


| | | |



|-|-|-|-|
| Android 4.4.2 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Android 5.0.0 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 |
| Android 6.0 | RSA 2048 (SHA256) | TLS 1.2 > http/1.1 |  TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 |
| Android 7.0 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Android 8.0 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Android 8.1 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Android 9.0 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| BingPreview Jan 2015 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Chrome 49 / XP SP3 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256 |
| Chrome 69 / Win 7 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Chrome 70 / Win 10 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Chrome 80 / Win 10 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Firefox 31.3.0 ESR / Win 7 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 |
| Firefox 47 / Win 7 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256 |
| Firefox 49 / XP SP3 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Firefox 62 / Win 7 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Firefox 73 / Win 10 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Googlebot Feb 2018 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| IE 11 / Win 7 Server sent fatal alert: handshake_failure |
| IE 11 / Win 8.1 Server sent fatal alert: handshake_failure |
| IE 11 / Win Phone 8.1 Server sent fatal alert: handshake_failure |
| IE 11 / Win Phone 8.1 Update Server sent fatal alert: handshake_failure |
| IE 11 / Win 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Edge 15 / Win 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Edge 16 / Win 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Edge 18 / Win 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Edge 13 / Win Phone 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Java 8u161 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Java 11.0.3 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Java 12.0.1 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| OpenSSL 1.0.1l | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| OpenSSL 1.0.2s | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| OpenSSL 1.1.0k | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| OpenSSL 1.1.1c | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Safari 6 / iOS 6.0.1 | Server sent fatal alert: handshake_failure |
| Safari 7 / iOS 7.1 | Server sent fatal alert: handshake_failure |
| Safari 7 / OS X 10.9 | Server sent fatal alert: handshake_failure |
| Safari 8 / iOS 8.4 | Server sent fatal alert: handshake_failure |
| Safari 8 / OS X 10.10 | Server sent fatal alert: handshake_failure |
| Safari 9 / iOS 9 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Safari 9 / OS X 10.11 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Safari 10 / iOS 10 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Safari 10 / OS X 10.12 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Safari 12.1.2 / MacOS 10.14.6 Beta | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Safari 12.1.1 / iOS 12.3.1 | - | TLS 1.3 | TLS_AES_128_GCM_SHA256 |
| Apple ATS 9 / iOS 9 | RSA 2048 (SHA256) | TLS 1.2 > h2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| Yahoo Slurp Jan 2015 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |
| YandexBot Jan 2015 | RSA 2048 (SHA256) | TLS 1.2 | TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 |

#### Not simulated clients (Protocol mismatch)


	Android 2.3.7


	Android 4.0.4


	Android 4.1.1


	Android 4.2.2


	Android 4.3


	Baidu Jan 2015


	IE 6 / XP


	IE 7 / Vista


	IE 8 / XP


	IE 8-10 / Win 7


	IE 10 / Win Phone 8.0


	Java 6u45


	Java 7u25


	OpenSSL 0.9.8y


	Safari 5.1.9 / OS X 10.6.8


	Safari 6.0.4 / OS X 10.8.4







            

          

      

      

    

  

    
      
          
            
  # TLS

## Certbot

Obtain or renew a certificate, but do not install it:

`console
$ certbot certonly --standalone -d example.org
Saving debug log to /var/log/letsencrypt/letsencrypt.log
Plugins selected: Authenticator standalone, Installer None
Obtaining a new certificate
Performing the following challenges:
http-01 challenge for example.org
Cleaning up challenges
[...]
`



            

          

      

      

    

  

    
      
          
            
  # Tracing

Go Proxy Cache supports OpenTracing, specifically Jaeger.

Use the environment variable TRACING_ENV to customise the tracing.

There is a unique key used in order to be able to match the request against multiple services.
The main Request ID key in OpenTracing is request.id, it is also sent to the upstream backend as an additional HTTP header (ie. X-Go-Proxy-Cache-Request-ID).

For every request these are the tracing spans (and relative tags) created:


	server.handle_request
- purge.status - Status of PURGE on resource
- request.full_url - Full Request URL
- request.host - Request’s Host
- request.id - Request Unique ID
- request.is_legit.conf_hostname - Configuration Host value
- request.is_legit.conf_port - Configuration port value
- request.is_legit.hostname_matches - Request is legit as request’s host matches the configuration
- request.is_legit.port_matches - Request is legit as request’s port matches the configuration
- request.is_legit.req_hostname - Request’s Host value
- request.is_legit.req_port - Request’s port value
- request.method - Request’s HTTP Request Method
- request.scheme - Request’s URL Scheme
- request.url - Request’s URL
- request.websocket - Is Request using a WebSocket?
- response.location - HTTP 301 HTTP Location
- response.must_serve_original_response.etag_already_present - Should serve original response if an ETag is already set in upstream
- response.must_serve_original_response.etag_present - Upstream ETag HTTP Header value
- response.must_serve_original_response.no_buffered_content - Should serve original response if there is no content
- response.must_serve_original_response.no_hash_computed - Should serve original response if no ETag has been generated
- response.must_serve_original_response.response_204 - Should serve original response if response is 204 no content
- response.must_serve_original_response.response_not_2xx - Should serve original response if response is not successful
- response.must_serve_original_response.response_status_code - Upstream HTTP Status Code
- response.status_code - Response Status Code


	server.handle_healthcheck
- response.status_code - Response Status Code


	handler.handle_http_request_and_proxy
- cache.cacheable - Is Resource Cacheable?
- cache.cached - Was the Response Cached?
- cache.forced_fresh - Bypass Cached Content (requested by user)
- cache.stale - Was the Cached Response Stale?


	handler.serve_cached_content
- cache.stale - Was the Cached Response Stale?
- response.status_code - Response Status Code


	handler.serve_reverse_proxy_http
- cache.cacheable - Is Resource Cacheable?
- cache.cached - Was the Response Cached?
- cache.forced_fresh - Bypass Cached Content (requested by user)
- cache.stale - Was the Cached Response Stale?
- proxy.endpoint - Upstream URL


	handler.store_response
- storage.cached - Has the Response been saved?


	handler.serve_reverse_proxy_ws
- cache.cacheable - Is Resource Cacheable?
- cache.cached - Was the Response Cached?
- cache.forced_fresh - Bypass Cached Content (requested by user)
- cache.stale - Was the Cached Response Stale?
- proxy.endpoint - Upstream URL
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